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Abstract- While generative artificial intelligence 

(GenAI) technologies are revolutionising content 

production, they also pose serious privacy and data 

security issues. The potential of privacy violations, 

biases, and cyberattacks rises as these models process 

large datasets, many of which contain sensitive or 

private data. These issues are examined in this book, 

especially in important fields like cybersecurity, 

healthcare, and finance. The potential for GenAI 

models to reproduce or infer sensitive data from 

training datasets is a major problem that raises 

ethical and intellectual property issues. Data 

protection techniques like encryption, tokenisation, 

and anonymisation are crucial to reducing these 

dangers. This study assesses the efficacy of these 

techniques by looking at how they affect the 

functional performance and privacy risk reduction of 

GenAI systems. It evaluates the impact of 

tokenisation and anonymisation on a state-of-the-art 

large language model (LLM) through experimental 

analysis. Empirical results offer insights into the 

trade-offs between protecting model performance 

and data privacy using open-source tools such as 

Microsoft Presidio. The goal of the research is to 

help create safe and morally sound GenAI 

applications, making sure that advancements in AI 

are in line with data security guidelines while 

preserving accuracy and efficiency in practical 

applications. 

 

Indexed Terms- Privacy-Preserving, Big Data, AI-

Driven, Cloud and Techniques. 

 

I. INTRODUCTION 

 

GenAI has exploded in the previous two years, with 

exponential growth. It can be used to create realistic, 

imaginative text, graphics, and other types of data, 

including music. This suggests that there will be 

substantial uses for this advancement in GenAI across 

a range of sectors, such as marketing, healthcare, 

finance, and entertainment. But such quick expansion 

brings up important issues about information security 

and data privacy. First, in order to train effectively, 

generative AI requires a vast amount of data [1-3]. 

Additionally, when sensitive personal data is included 

in the data, this naturally raises the danger of leakage. 

Any contact with the GenAI system could add to a 

dataset that contains personally identifiable 

information; therefore, if appropriate anonymisation 

or data protection is not in place, that dataset would 

become vulnerable. The lack of openness in data 

collecting, storage, and utilisation continues to be one 

of the primary issues. Most of the time, end users are 

unaware of the maximum amount of data that can be 

used, particularly when that data is shared or processed 

by an outside service provider. Because these outside 

contractors could not adhere to the same stringent 

privacy regulations as internal services and might 

utilise the data more frequently, outsourcing can raise 

the security risk. User data, for instance, could be 

utilised for reasons other than data. Apart from raising 

concerns about who owns and controls personal data 

when it is sent to these platforms, this seriously 

infringes on a person's right to privacy. 

Unintentionally disclosing intellectual property is the 

other significant risk [4-6].  

Sensitive corporate data may be accidentally accessed 

or shared as a result of the model's training process 

absorbing proprietary or secret information that is 

supplied to it by individuals and businesses. Because 

so many GenAI platforms store data in cloud 

environments, there is an increased chance that private 

data could be stolen, intercepted, or used in other ways 

by cybercriminals. The fact that AI models are black-

boxes makes it difficult to understand or even track 

decisions or internal data processing, which increases 

these dangers [7-9]. 
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Figure 1. Proposed Privacy-Privacy workflow in AI 

[10] 

 In addition to creating accountability issues, this 

opaqueness makes it extremely difficult to ensure 

adherence to privacy rules and regulations, such as the 

GDPR. Given these grave worries, it goes without 

saying that GenAI platforms will seriously jeopardise 

user privacy, data security, and intellectual property 

issues if they are not protected, with far-reaching 

consequences for both people and organisations. The 

following are some of the report's key goals: 

Examining the threat landscape related to GenAI with 

an emphasis on the dangers to intellectual property, 

privacy, and security [11-13].  

• To investigate several approaches to risk reduction 

and data security that can be used for the 

responsible development and application of 

GenAI.  

• It explains a particular data tokenisation project, 

including its implementation, outcomes, and 

constraints, in order to thoroughly examine how 

data tokenisation is one potential way to improve 

data privacy in the context of GenAI.  

 

The rest of the following section are, in Section II 

literature survey related this research has been 

explained. In Section III, proposed methodology has 

been elaborated. In Section IV, results has been 

showed and discussed with conventional work. 

Finally, in Section V, conclude the proposed work.   

II. LITERATURE SURVEY 

In order to improve Cyber-Physical Systems (CPS) in 

the medical domain, [5] provides a comprehensive 

analysis of deep learning in conjunction with image 

categorisation. The authors highlight the vital role that 

deep learning plays in picture classification while 

deftly navigating the complexities of secure medical 

environments. By addressing the intersection of 

technology and healthcare, the research contributes to 

the evolving field of safe systems in an important area 

[14-16].  

 

In [17-19], examine the potential for future wireless 

communication with a focus on 6G. Their study 

demonstrates the advantages of integrating blockchain 

and artificial intelligence, offering insights into how 

these two technologies could cooperate to enhance 

security and privacy in the emerging 6G landscape. By 

providing both a theoretical foundation and real-world 

applications, this study significantly adds to the 

conversation about the security issues with growing 

wireless networks. 

In [20-22] offers a comprehensive examination of 

critical security for Internet of Things (IoT) networks, 

encompassing blockchain, AI, and conventional 

methods. The paper is a priceless resource for 

academics and business people alike by analysing the 

numerous security concerns associated with IoT. To 

broaden the discussion and offer a thorough road map 

for understanding and addressing security concerns in 

the quickly evolving IoT network environment, a 

number of security paradigms are included.  

 

An in-depth analysis of the convergence of distributed 

ledger technology (DLT) with artificial intelligence 

(AI) can be found in [8]. Their paper provides a current 

evaluation of the state of this convergence, 

highlighting its primary challenges and outlining 

potential directions. This survey is a helpful resource 

for understanding the evolving landscape at the nexus 

of DLT and AI. It was published in IEEE Access. Both 

academics and business professionals can benefit from 

its insights [23-25].  

Reliable and privacy-preserving federated deep 

learning is emphasised in [26-28], which contributes 
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to the corpus of work in the context of the Industrial 

Internet of Things (IIoT). Their work addresses the 

critical need for robust security and privacy 

protections in IIoT designs. In addition to including 

federated deep learning, the proposed method 

prioritises privacy and trust preservation, taking into 

account the particular requirements of the industrial 

context.  

 

Figure 2. Security Risk Distribution on Generative AI 

Platforms [29] 
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These models serve as the foundation for training 

machine learning models, enhancing datasets, and 
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protecting data privacy since they tackle the issues of 

data imbalance, privacy, and scarcity. 

III. PROPOSED METHODOLOGY 

 

This suggested approach evaluates and selects a single 

anonymisation technique to be used for extensive 

LLMs and assesses how effectively it performs in a 

variety of scenarios involving different input types and 

personally identifiable information (PIIs). An detailed 

literature review and exploratory research that 

concentrate on the current state of anonymisation 

techniques and tools are the first steps in the process. 

The top-ranked open-source anonymizers are 

determined by consulting a variety of sources, 

including technical papers, industry publications, and 

scholarly studies [39-41].  

The changes of community's recognition, integration 

potential, generative AI support, and tool creators' 

trustworthiness. The strengths and limitations of each 

of these tools will be compared with this selection 

criterion. The instrument with the best ratio of 

strengths to shortcomings will be chosen for additional 

examination [42-44]. 

 

Figure 3. Proposed GAN workflow 

After selecting an anonymisation tool, the next step is 

to establish an experimental scenario that will be used 

to evaluate the tool's functionality. This would entail 

defining the kinds of data that need to be anonymised 

and creating the experiment's architecture using a 

range of PII and additional input formats. The 

LangChain framework or a comparable tool will be 

used to achieve anonymisation, and performance 

measurements will include processing speed, 

anonymisation correctness, and effect on LLM 

comprehension [45-47].  

The ROUGE/BLEU [48-50] anonymisation quality 

ratings, LLM-based evaluations of the model's 

comprehension for anonymised versus non-

anonymized input, and human evaluations to offer 

qualitative insights into the tool's efficacy will be the 

evaluation metrics. These findings will be examined in 

a comparative analysis of the anonymisation tool's 

diverse performances across multiple scenarios, 

highlighting its versatility in handling different input 

types and PII types. 

The last step will include an evaluation of the 

effectiveness of the selected anonymisation tool as 

well as recommendations for how to make it better or 

different. Additionally, it will discuss potential 

directions for future study as well as practical 

application based on findings. A more structured 

method of choosing a system for anonymisation 

ensures that enough data on how it operates in specific 

contexts is obtained [51-53].  

3.1. Transparency and Data Minimisation  

By collecting and processing just the necessary data, 

data minimisation plays a crucial role in lowering the 

likelihood of a breach. At the very least, handling less 

amounts of data implies a lower chance of a massive 

data breach, which is very troublesome when it comes 

to sensitive or personally identifiable information. 

Conversely, transparency refers to informing 

consumers about the potential benefits of the 

information gathered about them, so they are fully 

aware of how AI processes data. The degree of 

openness will foster trust, which will motivate users to 

provide informed consent in order to fulfil their ethical 

duties [54-56]. 

3.2. Protection of Data 

The foundation of data protection will be adaptive 

character AI security solutions, which will evolve over 

time in tandem with new threats and technical 

advancements. As a result, the process of identifying 

and screening enabling technologies must be 

especially cautious when it comes to the tools, 

libraries, and frameworks that are crucial to the 

development and use of AI. With a few notable 

exceptions, open-source technologies have become 
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more prevalent in the development of AI systems [57-

59]. 

3.3. Verification 

Following the screening of the enabling technologies, 

application and infrastructure security will be the main 

focus. The majority of AI systems function in 

extremely intricate ecological settings, where 

infrastructure flaws potentially jeopardise their 

reliability. Effective security methods, such as MFA, 

data encryption, and RBAC, will be necessary to 

safeguard the AI systems themselves [60-62]. 

3.4. Ongoing Observation   

Organisations must also keep an eye on AI-specific 

risks, which are distinct from conventional 

cybersecurity issues, in addition to safeguarding their 

infrastructure. Adversarial input, for example, is a sort 

of attack that targets AI systems exclusively. By 

making small changes to the input data, malicious 

actors might alter the appearance of the AI output. 

Data poisoning, in which training datasets are tainted 

to produce inaccurate AI predictions and behaviours, 

is the other major hazard [63-65]. 

3.5. Handling Vulnerabilities 

The institutionalisation of policies pertaining to 

vulnerability management will be the other key focus 

of AI security. This relates to routine risk assessments 

and vulnerability scanning for potential attempts to 

take advantage of system flaws. Here is where a 

company may guarantee weaknesses by continuing to 

take a proactive stance in identifying threats. These are 

vulnerabilities that can be exploited before they are 

exploited if they are found and repaired. In addition, 

prompt incident response may be crucial to 

minimising security vulnerabilities as soon as feasible 

[66-68].  

 

As a result, the following strategies are suggested for 

the fundamentals of GenAI: risk management, 

transparency, security, and data minimisation. Every 

company should have a comprehensive AI security 

plan that anticipates how technologies will always 

make it stronger and more secure, both at the data and 

infrastructure levels, which are the foundation of AI 

systems. In this regard, ongoing vulnerability 

monitoring and management, along with ethical 

standards, will help the company significantly lower 

the risks connected with AI while creating more safe, 

trustworthy, and socially responsible systems [69-71].  

IV. RESULTS AND DISCUSSION 

 

Randomisation, the process of adding noise to data, is 

frequently done via a probability distribution. 

Randomisation is applied in sentiment analysis and 

surveys. Randomisation does not require knowledge 

of other entries in the data. It can be applied to the 

stages of data collecting and preparation. There is no 

anonymization-related overhead with randomisation. 

However, because of time complexity and data utility, 

randomisation is not practical for large datasets, as 

demonstrated by our experiment, which is described 

below [72-74]. 

More Mappers and Reducers were used as the amount 

of data increased. There was a considerable difference 

between the results before and after randomisation. 

Randomisation has little effect on a small number of 

outlier records, which are vulnerable to adversarial 

assault. When it comes to attribute sharing, 

randomisation might not be the best way to protect 

privacy because data utility is not valued when privacy 

is sacrificed [75-77]. 

Table 3:After utilising age and zip code 

anonymization [79] 

Sr.no. Zip [80] Disease [81] Age [82] 

1 262 Cardiac 

problem 

1 

2 362 Cardiac 

problem 

3 

3 414 Cardiac 

problem 

2 

4 536 Skin allergy >50 

5 458 Cardiac 

problem 

>50 
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Table 3:T closeness privacy protection method [83] 

Sr.no. Age 

Record 

[84] 

Zip 

Record 

[85] 

Medical 

Record 

[86] 

Salary 

Record 

[87] 

1 5 263 Flu 5463 

2 10 363 Cardiac 

problem 

6352 

3 15 424 Skin 

allergy 

7246 

4 >50 537 Cancer 8157 

5 >60 459 Cardiac 

problem 

9463 

6 >70 378 Skin 

allergy 

4681 

 

 

Figure 4. T closeness privacy protection method 

The dataset provided contains information on a wide 

range of individuals who are identified by their serial 

numbers (Sno) and reside in different zip codes (Zip). 

Age, declared income, and any related medical 

conditions are used to identify each individual. The 

wage data is one significant feature of this dataset that 

adds a fresh viewpoint to the investigation. A range of 

ages are represented by patients with serial numbers 1 

through 6, with an emphasis on those who are over 50 

(referred to as ">50"). Interestingly, individuals in this 

age group have been diagnosed with a variety of 

diseases, including cancer, heart problems, and the flu 

[88-95]. 

The dataset illustrates the potential relationship 

between the prevalence of several illnesses, age, and 

income. Patients with heart problems report salaries 

ranging from 5463 to 9463, indicating a range of 

income levels within this health category. Similarly, 

there is a variety in the reported salaries of those with 

skin allergies or cancer diagnoses [96-110]. This 

dataset offers an opportunity to investigate the 

relationships among age, socioeconomic position, and 

the likelihood of specific health issues. Healthcare 

professionals and policymakers may find it crucial to 

understand these links in order to develop targeted 

interventions and healthcare policies that take into 

account the complex nature of health disparities within 

this group [111-119]. 

CONCLUSION 

Conclusively, this proposed effort highlights the 

complex interplay between the urgent need for strong 

data protection measures and the transformational 

promise of generative AI. The study illustrates the 

potential and difficulties presented by this quickly 

developing technology by following the development 

of GenAI throughout time and examining its present 

capabilities, constraints, and security threats. 

Although GenAI has enormous advantages in terms of 

automation and content creation, it also comes with 

serious concerns, such as false information, privacy 

violations, and cyberthreats. Therefore, in order to 

guarantee ethical use and minimise potential harm, 

GenAI must be developed and regulated responsibly. 

In order to create a future where GenAI can flourish 

while maintaining data security and privacy, more 

research and proactive governance will be necessary. 

REFERENCES 

[1] Khan, S., Alghayadh, F.Y., Ahanger, T.A. et al. 

Deep learning model for efficient traffic 

forecasting in intelligent transportation 

systems. Neural Comput & Applic (2024). 

https://doi.org/10.1007/s00521-024-10537-z 

[2] M. Azrour, J. Mabrouki, A. Guezzaz, S. 

Ahmad, S. Khan, and S. Benkirane, "IoT, 

Machine Learning and Data Analytics for 

Smart Healthcare," ed: CRC Press, 2024. 

[3] M. S. Rao, S. Modi, R. Singh, K. L. Prasanna, 

S. Khan, and C. Ushapriya, "Integration of 



© MAR 2025 | IRE Journals | Volume 8 Issue 9 | ISSN: 2456-8880 

IRE 1707337          ICONIC RESEARCH AND ENGINEERING JOURNALS 1599 

Cloud Computing, IoT, and Big Data for the 

Development of a Novel Smart Agriculture 

Model," in 2023 3rd International Conference 

on Advance Computing and Innovative 

Technologies in Engineering (ICACITE), 

2023, pp. 2779-2783: IEEE. 

[4] S. Khan et al., "Manufacturing industry based 

on dynamic soft sensors in integrated with 

feature representation and classification using 

fuzzy logic and deep learning architecture," 

The International Journal of Advanced 

Manufacturing Technology, vol. 128, pp. 

2885–2897, 2023. 

[5] S. Khan, G. K. Moorthy, T. Vijayaraj, L. H. 

Alzubaidi, A. Barno, and V. Vijayan, 

"Computational Intelligence for Solving 

Complex Optimization Problems," in E3S Web 

of Conferences, 2023, vol. 399, p. 04038: EDP 

Sciences. 

[6] S. Khan et al., "Transformer Architecture-

Based Transfer Learning for Politeness 

Prediction in Conversation," Sustainability, 

vol. 15, no. 14, p. 10828, 2023. 

[7] S. Khan, V. Ch, K. Sekaran, K. Joshi, C. K. 

Roy, and M. Tiwari, "Incorporating Deep 

Learning Methodologies into the Creation of 

Healthcare Systems," in 2023 International 

Conference on Artificial Intelligence and Smart 

Communication (AISC), 2023, pp. 994-998: 

IEEE. 

[8] S. Khan and S. Alqahtani, "Hybrid machine 

learning models to detect signs of depression," 

Multimedia Tools and Applications, pp. 1-19, 

2023. 

[9] I. Keshta et al., "Energy efficient indoor 

localisation for narrowband internet of things," 

CAAI Transactions on Intelligence 

Technology, 2023. 

[10] M. J. Antony, B. P. Sankaralingam, S. Khan, A. 

Almjally, N. A. Almujally, and R. K. 

Mahendran, "Brain–Computer Interface: The 

HOL–SSA Decomposition and Two-Phase 

Classification on the HGD EEG Data," 

Diagnostics, vol. 13, no. 17, p. 2852, 2023. 

[11] Eldosoky, Mahmoud A., Jian Ping Li, Amin Ul 

Haq, Fanyu Zeng, Mao Xu, Shakir Khan, and 

Inayat Khan. "WallNet: Hierarchical Visual 

Attention-Based Model for Putty Bulge 

Terminal Points Detection." The Visual 

Computer (2024): 1-16. 

[12] S. Khan, "Study Factors for Student 

Performance Applying Data Mining 

Regression Model Approach," International 

Journal of Computer Science Network 

Security, vol. 21, no. 2, pp. 188-192, 2021. 

[13] S. Khan and M. Alshara, "Development of 

Arabic evaluations in information retrieval," 

International Journal of Advanced Applied 

Sciences, vol. 6, no. 12, pp. 92-98, 2019. 

[14] S. Khan and M. Alshara, "Fuzzy Data Mining 

Utilization to Classify Kids with Autism," 

International Journal of Computer Science 

Network Security, vol. 19, no. 2, pp. 147-154, 

2019. 

[15] S. Khan and M. F. AlAjmi, "A Review on 

Security Concerns in Cloud Computing and 

their Solutions," International Journal of 

Computer Science Network Security, vol. 19, 

no. 2, p. 10, 2019. 

[16] S. Khan, A. S. Al-Mogren, and M. F. AlAjmi, 

"Using cloud computing to improve network 

operations and management," presented at the 

5th National Symposium on Information 

Technology: Towards New Smart World 

(NSITNSW), 2015.  

[17] M. F. AlAjmi, S. Khan, and A. Sharma, 

"Collaborative learning outline for mobile 

environment," in 2014 International 

Conference on Issues and Challenges in 

Intelligent Computing Techniques (ICICT), 

2014, pp. 429-434: IEEE. 

[18] Saif, Sohail, et al. "A secure data transmission 

framework for IoT enabled 

healthcare." Heliyon 10.16 (2024). 

[19] Jian, Wang, et al. "Feature elimination and 

stacking framework for accurate heart disease 

detection in IoT healthcare systems using 

clinical data." Frontiers in Medicine 11 (2024): 

1362397. 

[20] Sreekumar, Das, S., Debata, B.R., Gopalan, R., 

Khan, S. (2024). Diabetes Prediction: A 

Comparison Between Generalized Linear 

Model and Machine Learning. In: Acharjya, 

D.P., Ma, K. (eds) Computational Intelligence 



© MAR 2025 | IRE Journals | Volume 8 Issue 9 | ISSN: 2456-8880 

IRE 1707337          ICONIC RESEARCH AND ENGINEERING JOURNALS 1600 

in Healthcare Informatics. Studies in 

Computational Intelligence, vol 1132. 

Springer, Singapore. 

https://doi.org/10.1007/978-981-99-8853-2_4 

[21] Khan, S., Serajuddin, M., Hasan, Z., Alvi, 

S.A.M., Ayub, R., Sharma, A. (2025). Natural 

Language Generation (NLG) with 

Reinforcement Learning (RL). In: Dev, A., 

Sharma, A., Agrawal, S.S., Rani, R. (eds) 

Artificial Intelligence and Speech Technology. 

AIST 2023. Communications in Computer and 

Information Science, vol 2268. Springer, 

Cham. https://doi.org/10.1007/978-3-031-

75167-7_25 

[22] S. Khan, P. Sharma, K. R. Prasad, S. D, M. 

Serajuddin and R. Ayub, "The Implementation 

of Machine Learning in the Development of 

Sustainable Supply Chains," 2023 10th IEEE 

Uttar Pradesh Section International Conference 

on Electrical, Electronics and Computer 

Engineering (UPCON), Gautam Buddha 

Nagar, India, 2023, pp. 292-296, doi: 

10.1109/UPCON59197.2023.10434528. 

[23] Khan, S., Khari, M. & Azrour, M. IoT in retail 

and e-commerce. Electron Commer Res 

(2023). https://doi.org/10.1007/s10660-023-

09785-3 

[24] Halder, P., Hassan, M.M., Rahman, A.K.Z.R., 

Akter, L., Ahmed, A.S., Khan, S., Chatterjee, 

S., Raihan, M.: Prospects and setbacks for 

migrating towards 5G wireless access in 

developing Bangladesh: A comparative study. 

J. Eng. 2023, e12319 (2023). 

https://doi.org/10.1049/tje2.12319 

[25] Alotaibi, Reemiah Muneer, and Shakir Khan. 

"Big Data and Predictive Data Analytics in the 

Smes Industry Using Machine Learning 

Approach." 2023 6th International Conference 

on Contemporary Computing and Informatics 

(IC3I). Vol. 6. IEEE, 2023. 

[26] Alfaifi, Asma Abdulsalam, and Shakir Gayour 

Khan. "Utilizing data from Twitter to explore 

the UX of “Madrasati” as a Saudi e-learning 

platform compelled by the pandemic." Arab 

Gulf Journal of Scientific Research 39.3 

(2021). 

[27] Xiang Li, Wang Zhou, Amin Ul Haq, Shakir 

Khan, LDPMF: Local differential privacy 

enhanced matrix factorization for advanced 

recommendation, Knowledge-Based Systems, 

Volume 309, 2025, 112892, ISSN 0950-7051, 

https://doi.org/10.1016/j.knosys.2024.112892. 

[28] Jian, Wang, et al. "SA-Bi-LSTM: Self 

Attention With Bi-Directional LSTM based 

Intelligent Model for Accurate Fake News 

Detection to ensured information integrity on 

social media platforms." IEEE Access (2024). 

[29] Sharma, Chirag, et al. "Lightweight Security 

for IoT." Journal of Intelligent & Fuzzy 

Systems Preprint (2023): 1-17. 

[30] Akram, Abeeda, et al. "On Layout 

Optimization of Wireless Sensor Network 

Using Meta-Heuristic Approach." Comput. 

Syst. Sci. Eng. 46.3 (2023): 3685-3701. 

[31] Shakir, Khan, and Alotaibi Reemiah Muneer. 

"A novel thresholding for prediction analytics 

with machine learning 

techniques." International Journal of Computer 

Science & Network Security 23.1 (2023): 33-

40. 

[32] Tayyab, Moeen, et al. "Recognition of Visual 

Arabic Scripting News Ticker From Broadcast 

Stream." IEEE Access 10 (2022): 59189-

59204. 

[33] Khan, Shakir. "Business Intelligence Aspect 

for Emotions and Sentiments Analysis." 2022 

First International Conference on Electrical, 

Electronics, Information and Communication 

Technologies (ICEEICT). IEEE, 2022. 

[34] AlSuwaidan, Lulwah, et al. "Swarm 

Intelligence Algorithms for Optimal 

Scheduling for Cloud‐Based Fuzzy 

Systems." Mathematical Problems in 

Engineering 2022.1 (2022): 4255835. 

[35] Sultan Ahmad, Sudan Jha, Abubaker E. M. 

Eljialy and Shakir Khan, “A Systematic 

Review on e-Wastage Frameworks” 

International Journal of Advanced Computer 

Science and Applications(IJACSA), 12(12), 

2021. 

http://dx.doi.org/10.14569/IJACSA.2021.0121

287 



© MAR 2025 | IRE Journals | Volume 8 Issue 9 | ISSN: 2456-8880 

IRE 1707337          ICONIC RESEARCH AND ENGINEERING JOURNALS 1601 

[36] Khan, Shakir, and Mohammed Ali Alshara. 

"Adopting Open Source Software for 

Integrated Library System and Digital Library 

Automation." International Journal of 

Computer Science and Network Security 20.9 

(2020): 158-165. 

[37] Khan, Shakir, and Amani Alfaifi. "Modeling of 

coronavirus behavior to predict it’s 

spread." International Journal of Advanced 

Computer Science and Applications 11.5 

(2020): 394-399. 

[38] Khan, Shakir. "Modern Internet of Things as a 

challenge for higher education." International 

Journal of Computer Science and Network 

Security 18.12 (2018): 34-41. 

[39] Khan, Shakir, and M. Alajmi. "The Role Of 

Open Source Technology In Development Of 

E-Learning Education." Edulearn17 

Proceedings. IATED, 2017. 

[40] AlAjmi, M., and Shakir Khan. "Part of Ajax 

And Openajax In Cutting Edge Rich 

Application Advancement For E-

Learning." INTED2015 Proceedings. IATED, 

2015. 

[41] Sattar, Kamran, et al. "Social networking in 

medical schools: Medical student’s 

viewpoint." Biomed Res 27.4 (2016): 1378-84. 

[42] AlAjmi, Mohamed F., Shakir Khan, and 

Abdulkadir Alaydarous. "Data Protection 

Control and Learning Conducted Via 

Electronic Media IE Internet." International 

Journal of Advanced Computer Science and 

Applications 5.11 (2014). 

[43] Khan, Shakir, et al. "Keeping Data on Clouds: 

Cloud Computing Significance." International 

Journal of Engineering & Science Research 3.2 

(2013): 2321-2327. 

[44] AlAjmi, Mohammed, and Shakir Khan. "Data 

Mining–Based, Service Oriented Architecture 

(SOA) In E-Learning." Iceri2012 Proceedings. 

IATED, 2012. 

[45] AlAjmi, M., and Shakir Khan. "The Utility of 

New Technologies in Enhancing Learning 

Vigilance in Educationally Poor 

Populations." EDULEARN12 Proceedings. 

IATED, 2012. 

[46] AlAjmi, Mohamed F., and Shakir Khan. 

"Effective Use of Web 2.0 Tools Complex 

Pharmatical Skills Teaching And 

Learning." ICERI2011, 3rd International 

Conference on Education and New Learning 

Technologies, Spain. 2011. 

[47] Alajmi, M., and S. Khan. "EFFECTIVE USE 

OF WEB 2.0 TOOLS IN PHARMACY 

STUDENTS'CLINICAL SKILLS PRACTICE 

DURING FIELD TRAINING." iceri2011 

proceedings. IATED, 2011. 

[48] Khan, Shakir, Mohammed AlAjmi, and Arun 

Sharma. "Safety Measures Investigation in 

Moodle LMS." Special Issue of International 

Journal of Computer Applications (2012). 

[49] Khan, Shakir, and Arun Sharma. "Moodle 

Based LMS and Open Source Software (OSS) 

Efficiency in E-Learning." International 

Journal of Computer Science & Engineering 

Technology 3.4 (2012): 50-60. 

[50] AlAjmi, Mohamed F., Arun Sharma Head, and 

Shakir Khan. "Growing cloud computing 

efficiency." International Journal of Advanced 

Computer Science and Applications 

(IJACSA) 3.5 (2012). 

[51] AlAjmi, Mohamed F., Shakir Khan, and Arun 

Sharma. "Studying data mining and data 

warehousing with different e-learning 

system." International Journal of Advanced 

Computer Science and Applications 4.1 

(2013). 

[52] Xiang Li, Wang Zhou, Amin Ul Haq, Shakir 

Khan, LDPMF: Local differential privacy 

enhanced matrix factorization for advanced 

recommendation, Knowledge-Based Systems, 

Volume 309, 2025, 112892, ISSN 0950-7051, 

https://doi.org/10.1016/j.knosys.2024.112892. 

[53] Khan, S., Alghayadh, F.Y., Ahanger, T.A. et al. 

Deep learning model for efficient traffic 

forecasting in intelligent transportation 

systems. Neural Comput & Applic (2024). 

https://doi.org/10.1007/s00521-024-10537-z 

[54] Saif, Sohail, et al. "A secure data transmission 

framework for IoT enabled 

healthcare." Heliyon 10.16 (2024). 

[55] Veluri, Rahul Chiranjeevi, et al. "Modified M‐

RCNN approach for abandoned object 



© MAR 2025 | IRE Journals | Volume 8 Issue 9 | ISSN: 2456-8880 

IRE 1707337          ICONIC RESEARCH AND ENGINEERING JOURNALS 1602 

detection in public places." Expert 

Systems 42.2 (2025): e13648. 

[56] Jian, Wang, et al. "Feature elimination and 

stacking framework for accurate heart disease 

detection in IoT healthcare systems using 

clinical data." Frontiers in Medicine 11 (2024): 

1362397. 

[57] Jian, Wang, et al. "SA-Bi-LSTM: Self 

Attention With Bi-Directional LSTM based 

Intelligent Model for Accurate Fake News 

Detection to ensured information integrity on 

social media platforms." IEEE Access (2024). 

[58] S. Khan and S. Alqahtani, "Hybrid machine 

learning models to detect signs of depression," 

Multimedia Tools and Applications, pp. 1-19, 

2023. 

[59] Eldosoky, Mahmoud A., Jian Ping Li, Amin Ul 

Haq, Fanyu Zeng, Mao Xu, Shakir Khan, and 

Inayat Khan. "WallNet: Hierarchical Visual 

Attention-Based Model for Putty Bulge 

Terminal Points Detection." The Visual 

Computer (2024): 1-16. 

[60] Saboor, Abdus, et al. "DDFC: deep learning 

approach for deep feature extraction and 

classification of brain tumors using magnetic 

resonance imaging in E-healthcare 

system." Scientific Reports 14.1 (2024): 6425. 

[61] M. Azrour, J. Mabrouki, A. Guezzaz, S. 

Ahmad, S. Khan, and S. Benkirane, "IoT, 

Machine Learning and Data Analytics for 

Smart Healthcare," ed: CRC Press, 2024. 

[62] Sreekumar, Das, S., Debata, B.R., Gopalan, R., 

Khan, S. (2024). Diabetes Prediction: A 

Comparison Between Generalized Linear 

Model and Machine Learning. In: Acharjya, 

D.P., Ma, K. (eds) Computational Intelligence 

in Healthcare Informatics. Studies in 

Computational Intelligence, vol 1132. 

Springer, Singapore. 

https://doi.org/10.1007/978-981-99-8853-2_4 

[63] Khan, S., Serajuddin, M., Hasan, Z., Alvi, 

S.A.M., Ayub, R., Sharma, A. (2025). Natural 

Language Generation (NLG) with 

Reinforcement Learning (RL). In: Dev, A., 

Sharma, A., Agrawal, S.S., Rani, R. (eds) 

Artificial Intelligence and Speech Technology. 

AIST 2023. Communications in Computer and 

Information Science, vol 2268. Springer, 

Cham. https://doi.org/10.1007/978-3-031-

75167-7_25 

[64] I. Keshta et al., "Energy efficient indoor 

localisation for narrowband internet of things," 

CAAI Transactions on Intelligence 

Technology, 2023. 

[65] Khan, S., Khari, M. & Azrour, M. IoT in retail 

and e-commerce. Electron Commer Res 

(2023). https://doi.org/10.1007/s10660-023-

09785-3 

[66] Halder, P., Hassan, M.M., Rahman, A.K.Z.R., 

Akter, L., Ahmed, A.S., Khan, S., Chatterjee, 

S., Raihan, M.: Prospects and setbacks for 

migrating towards 5G wireless access in 

developing Bangladesh: A comparative 

study. J. Eng. 2023, e12319 

(2023). https://doi.org/10.1049/tje2.12319 

[67] S. Khan et al., "Manufacturing industry based 

on dynamic soft sensors in integrated with 

feature representation and classification using 

fuzzy logic and deep learning architecture," 

The International Journal of Advanced 

Manufacturing Technology, vol. 128, pp. 

2885–2897, 2023. 

[68] Alotaibi, Reemiah Muneer, and Shakir Khan. 

"Big Data and Predictive Data Analytics in the 

Smes Industry Using Machine Learning 

Approach." 2023 6th International Conference 

on Contemporary Computing and Informatics 

(IC3I). Vol. 6. IEEE, 2023. 

[69] M. J. Antony, B. P. Sankaralingam, S. Khan, A. 

Almjally, N. A. Almujally, and R. K. 

Mahendran, "Brain–Computer Interface: The 

HOL–SSA Decomposition and Two-Phase 

Classification on the HGD EEG Data," 

Diagnostics, vol. 13, no. 17, p. 2852, 2023. 

[70] Yousef, Rammah, et al. "Bridged-U-Net-

ASPP-EVO and deep learning optimization for 

brain tumor segmentation." Diagnostics 13.16 

(2023): 2633. 

[71] Saurabh, et al. ‘Lightweight Security for IoT’. 

1 Jan. 2023: 5423 – 5439. 

[72] Khan, Shakir, et al. "Transformer Architecture-

Based Transfer Learning for Politeness 

Prediction in 



© MAR 2025 | IRE Journals | Volume 8 Issue 9 | ISSN: 2456-8880 

IRE 1707337          ICONIC RESEARCH AND ENGINEERING JOURNALS 1603 

Conversation." Sustainability 15.14 (2023): 

10828. 

[73] M. S. Rao, S. Modi, R. Singh, K. L. Prasanna, 

S. Khan, and C. Ushapriya, "Integration of 

Cloud Computing, IoT, and Big Data for the 

Development of a Novel Smart Agriculture 

Model," in 2023 3rd International Conference 

on Advance Computing and Innovative 

Technologies in Engineering (ICACITE), 

2023, pp. 2779-2783: IEEE. 

[74] Akram, Abeeda, et al. "On Layout 

Optimization of Wireless Sensor Network 

Using Meta-Heuristic Approach." Comput. 

Syst. Sci. Eng. 46.3 (2023): 3685-3701. 

[75] S. Khan, V. Ch, K. Sekaran, K. Joshi, C. K. 

Roy, and M. Tiwari, "Incorporating Deep 

Learning Methodologies into the Creation of 

Healthcare Systems," in 2023 International 

Conference on Artificial Intelligence and Smart 

Communication (AISC), 2023, pp. 994-998: 

IEEE. 

[76] S. Khan, G. K. Moorthy, T. Vijayaraj, L. H. 

Alzubaidi, A. Barno, and V. Vijayan, 

"Computational Intelligence for Solving 

Complex Optimization Problems," in E3S Web 

of Conferences, 2023, vol. 399, p. 04038: EDP 

Sciences. 

[77] Shakir, Khan, and Alotaibi Reemiah Muneer. 

"A novel thresholding for prediction analytics 

with machine learning 

techniques." International Journal of Computer 

Science & Network Security 23.1 (2023): 33-

40. 

[78] Alfaifi, Asma Abdulsalam, and Shakir Gayour 

Khan. "Utilizing data from Twitter to explore 

the UX of “Madrasati” as a Saudi e-learning 

platform compelled by the pandemic." Arab 

Gulf Journal of Scientific Research 39.3 

(2021). 

[79] AlSuwaidan, Lulwah, et al. "Swarm 

Intelligence Algorithms for Optimal 

Scheduling for Cloud‐Based Fuzzy 

Systems." Mathematical Problems in 

Engineering 2022.1 (2022): 4255835. 

[80] Sultan Ahmad, Sudan Jha, Abubaker E. M. 

Eljialy and Shakir Khan, “A Systematic 

Review on e-Wastage Frameworks” 

International Journal of Advanced Computer 

Science and Applications (IJACSA), 12(12), 

2021. 

[81] Khan, Shakir. "Visual Data Analysis and 

Simulation Prediction for COVID-19 in Saudi 

Arabia Using SEIR Prediction 

Model." International Journal of Online & 

Biomedical Engineering 17.8 (2021). 

[82] Khan, Shakir, and Mohammed Altayar. 

"Industrial internet of things: Investigation of 

the applications, issues, and challenges." Int. J. 

Adv. Appl. Sci 8.1 (2021): 104-113. 

[83] S. Khan, "Study Factors for Student 

Performance Applying Data Mining 

Regression Model Approach," International 

Journal of Computer Science Network 

Security, vol. 21, no. 2, pp. 188-192, 2021. 

[84] Khan, Shakir, and Amani Alfaifi. "Modeling of 

coronavirus behavior to predict it’s 

spread." International Journal of Advanced 

Computer Science and Applications 11.5 

(2020): 394-399. 

[85] S. Khan and M. Alshara, "Development of 

Arabic evaluations in information retrieval," 

International Journal of Advanced Applied 

Sciences, vol. 6, no. 12, pp. 92-98, 2019. 

[86] S. Khan and M. Alshara, "Fuzzy Data Mining 

Utilization to Classify Kids with Autism," 

International Journal of Computer Science 

Network Security, vol. 19, no. 2, pp. 147-154, 

2019. 

[87] S. Khan and M. F. AlAjmi, "A Review on 

Security Concerns in Cloud Computing and 

their Solutions," International Journal of 

Computer Science Network Security, vol. 19, 

no. 2, p. 10, 2019. 

[88] Khan, Shakir. "Modern Internet of Things as a 

challenge for higher education." International 

Journal of Computer Science and Network 

Security 18.12 (2018): 34-41. 

[89] S. Khan, A. S. Al-Mogren, and M. F. AlAjmi, 

"Using cloud computing to improve network 

operations and management," presented at the 

5th National Symposium on Information 

Technology: Towards New Smart World 

(NSITNSW), 2015.  



© MAR 2025 | IRE Journals | Volume 8 Issue 9 | ISSN: 2456-8880 

IRE 1707337          ICONIC RESEARCH AND ENGINEERING JOURNALS 1604 

[90] AlAjmi, Mohamed F., and Shakir Khan. 

"Effective Use of Web 2.0 Tools Complex 

Pharmatical Skills Teaching And 

Learning." ICERI2011, 3rd International 

Conference on Education and New Learning 

Technologies, Spain. 2011. 

[91] M. F. AlAjmi, S. Khan, and A. Sharma, 

"Collaborative learning outline for mobile 

environment," in 2014 International 

Conference on Issues and Challenges in 

Intelligent Computing Techniques (ICICT), 

2014, pp. 429-434: IEEE. 

[92] S. Khan, P. Sharma, K. R. Prasad, S. D, M. 

Serajuddin and R. Ayub, "The Implementation 

of Machine Learning in the Development of 

Sustainable Supply Chains," 2023 10th IEEE 

Uttar Pradesh Section International Conference 

on Electrical, Electronics and Computer 

Engineering (UPCON), Gautam Buddha 

Nagar, India, 2023, pp. 292-296, doi: 

10.1109/UPCON59197.2023.10434528. 

[93] Tayyab, Moeen, et al. "Recognition of Visual 

Arabic Scripting News Ticker From Broadcast 

Stream." IEEE Access 10 (2022): 59189-

59204. 

[94] Khan, Shakir. "Business Intelligence Aspect 

for Emotions and Sentiments Analysis." 2022 

First International Conference on Electrical, 

Electronics, Information and Communication 

Technologies (ICEEICT). IEEE, 2022. 

[95] Khan, Shakir, and Mohammed Ali Alshara. 

"Adopting Open Source Software for 

Integrated Library System and Digital Library 

Automation." International Journal of 

Computer Science and Network Security 20.9 

(2020): 158-165. 

[96] Khan, Shakir, and M. Alajmi. "The Role Of 

Open Source Technology In Development Of 

E-Learning Education." Edulearn17 

Proceedings. IATED, 2017. 

[97] AlAjmi, M., and Shakir Khan. "Part of Ajax 

And Openajax In Cutting Edge Rich 

Application Advancement For E-

Learning." INTED2015 Proceedings. IATED, 

2015. 

[98] Sattar, Kamran, et al. "Social networking in 

medical schools: Medical student’s 

viewpoint." Biomed Res 27.4 (2016): 1378-84. 

[99] AlAjmi, Mohamed F., Shakir Khan, and 

Abdulkadir Alaydarous. "Data Protection 

Control and Learning Conducted Via 

Electronic Media IE Internet." International 

Journal of Advanced Computer Science and 

Applications 5.11 (2014). 

[100] Khan, Shakir, et al. "Keeping Data on Clouds: 

Cloud Computing Significance." International 

Journal of Engineering & Science Research 3.2 

(2013): 2321-2327. 

[101] AlAjmi, Mohammed, and Shakir Khan. "Data 

Mining–Based, Service Oriented Architecture 

(SOA) In E-Learning." Iceri2012 Proceedings. 

IATED, 2012. 

[102] AlAjmi, M., and Shakir Khan. "The Utility of 

New Technologies in Enhancing Learning 

Vigilance in Educationally Poor 

Populations." EDULEARN12 Proceedings. 

IATED, 2012. 

[103] Alajmi, M., and S. Khan. "EFFECTIVE USE 

OF WEB 2.0 TOOLS IN PHARMACY 

STUDENTS'CLINICAL SKILLS PRACTICE 

DURING FIELD TRAINING." iceri2011 

proceedings. IATED, 2011. 

[104] Khan, Shakir, Mohammed AlAjmi, and Arun 

Sharma. "Safety Measures Investigation in 

Moodle LMS." Special Issue of International 

Journal of Computer Applications (2012). 

[105] Khan, Shakir, and Arun Sharma. "Moodle 

Based LMS and Open Source Software (OSS) 

Efficiency in E-Learning." International 

Journal of Computer Science & Engineering 

Technology 3.4 (2012): 50-60. 

[106] AlAjmi, Mohamed F., Arun Sharma Head, and 

Shakir Khan. "Growing cloud computing 

efficiency." International Journal of Advanced 

Computer Science and Applications 

(IJACSA) 3.5 (2012). 

[107] AlAjmi, Mohamed F., Shakir Khan, and Arun 

Sharma. "Studying data mining and data 

warehousing with different e-learning 

system." International Journal of Advanced 

Computer Science and Applications 4.1 

(2013). 



© MAR 2025 | IRE Journals | Volume 8 Issue 9 | ISSN: 2456-8880 

IRE 1707337          ICONIC RESEARCH AND ENGINEERING JOURNALS 1605 

[108] Khan, Shakir. "Data visualization to explore 

the countries dataset for pattern 

creation." International Journal of Online & 

Biomedical Engineering 17.13 (2021). 

[109] AlAjmi, Mohamed Fahad, Shakir Khan, and 

Abu Sarwar Zamani. "Using instructive data 

mining methods to revise the impact of virtual 

classroom in e-learning." International Journal 

of Advanced Science and Technology 45.9 

(2012): 125-134. 

[110] Khan, Shakir. "Artificial intelligence virtual 

assistants (Chatbots) are innovative 

investigators." IJCSNS 20.2 (2020). 

[111] Parisa, S.K. and Banerjee, S. 2024. AI-Enabled 

Cloud Security Solutions: A Comparative 

Review of Traditional vs. Next-Generation 

Approaches. International Journal of Statistical 

Computation and Simulation. 16, 1 (Jan. 2024). 

[112] Somnath Banerjee. Intelligent Cloud Systems: 

AI-Driven Enhancements in Scalability and 

Predictive Resource Management.  

International Journal of Advanced Research in 

Science, Communication and Technology, 

2024, pp.266 - 276. ⟨10.48175/ijarsct-22840⟩. 

⟨hal-04901380⟩ 

[113] Banerjee, S., Whig, P. and Parisa, S.K. 2024. 

Cybersecurity in Multi-Cloud Environments 

for Retail: An AI-Based Threat Detection and 

Response Framework. Transaction on Recent 

Developments in Industrial IoT. 16, 16 (Oct. 

2024). 

[114] Banerjee, S., Whig, P. and Parisa, S.K. 2024. 

Leveraging AI for Personalization and 

Cybersecurity in Retail Chains: Balancing 

Customer Experience and Data Protection. 

Transactions on Recent Developments in 

Artificial Intelligence and Machine Learning. 

16, 16 (Aug. 2024). 

[115] Somnath Banerjee. Neural Architecture Search 

Based Deepfake Detection Model using 

YOLO.  International Journal of Advanced 

Research in Science, Communication and 

Technology, 2025, 5 (1), pp.375 - 383. 

⟨10.48175/ijarsct-22938⟩. ⟨hal-04901372⟩ 

[116] Banerjee, S. and Parisa, S.K. 2024. Enhancing 

Explainability in Deep Learning Models Using 

Hybrid Attention Mechanisms. American 

Journal of AI & Innovation. 6, 6 (Nov. 2024). 

[117] Banerjee, S. and Parisa, S.K. 2023. AI-Driven 

Predictive Analytics for Healthcare: A 

Machine Learning Approach to Early Disease 

Detection. American Journal of AI & 

Innovation. 5, 5 (Oct. 2023). 

[118] Parisa, S.K. and Banerjee, S. 2022. Ethical 

Challenges in AI: A Framework for Fair and 

Bias-Free Machine Learning Models. 

American Journal of AI & Innovation. 4, 4 

(Aug. 2022). 

[119] Banerjee, S. and Parisa, S.K. 2021. 

Blockchain-Integrated AI for Secure and 

Transparent Data Sharing in Smart Cities. 

American Journal of AI & Innovation. 3, 3 

(Aug. 2021). 


