
© OCT 2024 | IRE Journals | Volume 8 Issue 4 | ISSN: 2456-8880 

IRE 1706433          ICONIC RESEARCH AND ENGINEERING JOURNALS 706 

Development of a Crop-Based Predictive System for 
Optimizing Crop Yield for Farmers 

 

KINGA MARY TEMIDAYO1, OLUTAYO KEHINDE BOYINBODE2, OLAWALE SOLOMON 

AKINTOLA3 
1, 2, 3Department of Information Technology, The Federal University of Technology, Akure, Ondo State, 

Nigeria. 

 

 

Abstract- Crop yield prediction is essential for 

helping farmers make informed decisions, optimize 

resource allocation, and enhance productivity. This 

study presents a machine learning-based predictive 

system that leverages an ensemble approach, 

combining Bagging Regressor, XGBoost, and 

Random Forest models to forecast crop yields. 

Utilizing a comprehensive dataset that includes vital 

crop parameters such as crop type, area, 

temperature, rainfall, and soil type, the system 

provides valuable insights into the factors 

influencing predicted yields. By identifying key 

determinants, the system enables farmers to optimize 

crop management strategies, leading to improved 

productivity, reduced uncertainty, and enhanced 

sustainability. The proposed system empowers 

farmers with data-driven decision-making tools, 

contributing to food security and promoting 

sustainable agricultural practices. 

 

Indexed Terms- Crop yield Prediction, Ensemble 

Algorithm, Farmers, Machine Learning, 
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I. INTRODUCTION 

 

In agriculture, predicting and optimizing crop yield is 

essential for ensuring food security and economic 

stability for farmers. Leveraging machine learning 

techniques, particularly ensemble algorithms such as 

Random Forest, Bagging Regressor, and XGBoost, 

can significantly enhance the accuracy of predictive 

models for crop yield optimization. This document 

presents a crop-based predictive system that integrates 

these ensemble algorithms to provide farmers with 

actionable insights and recommendations for 

maximizing crop yield. 

 

Ensemble algorithms enhance prediction accuracy and 

stability by combining the outputs of multiple base 

models. Random Forest creates multiple decision trees 

and averages their outputs, which helps reduce 

overfitting and makes the model applicable across 

various datasets. Bagging Regressor builds models on 

distinct subsets of data, reducing variance and 

preventing dependence on specific features or noisy 

data. XGBoost (Extreme Gradient Boosting) is 

another powerful technique that uses gradient boosting 

to reduce errors by learning from prior models’ 

mistakes, making it effective for large datasets and 

managing missing values, making it a favorite for 

agricultural yield prediction [1],[2]. 

 

Despite their strengths, ensemble methods have 

downsides. They can be computationally expensive, 

especially with large datasets or complex 

hyperparameter tuning. Random Forest and XGBoost 

can also struggle with extreme outliers or rare cases, 

resulting in less accurate predictions for these 

situations [3]. Additionally, their complexity makes 

interpretability challenging, as it is difficult to trace 

how specific predictions are made within an ensemble 

of trees or models [4]. Nevertheless, they remain 

effective tools for improving prediction accuracy, 

providing useful insights for farmers in agricultural 

decision-making. 

 

II. LITERATURE REVIEW 

 

A. Requirement of integrating the ensemble algorithm 

in agriculture 

Integrating ensemble algorithms such as Random 

Forest, XGBoost, and Bagging Regressor into 

agriculture holds great potential for enhancing crop 

yield predictions. These advanced algorithms are 

designed to handle complex datasets, capturing the 

multifaceted relationships between variables such as 



© OCT 2024 | IRE Journals | Volume 8 Issue 4 | ISSN: 2456-8880 

IRE 1706433          ICONIC RESEARCH AND ENGINEERING JOURNALS 707 

soil properties, rainfall, temperature, and crop type. 

Random Forest aggregates decisions from multiple 

trees, effectively capturing interactions among 

features [5]. XGBoost, known for its efficiency and 

accuracy, iteratively improves predictions by focusing 

on minimizing errors in previous predictions [6]. 

Bagging Regressor stabilizes performance by reducing 

variance through averaging predictions from multiple 

models [Islam]. By combining these models in an 

ensemble, the system can reduce prediction errors and 

enhances robustness, resulting in more reliable yield 

forecasts [4]. This helps farmers make informed, data-

driven decisions about resource allocation, crop 

management, and risk mitigation in response to 

environmental variables like weather or soil 

conditions. The integration of ensemble algorithms 

also supports sustainable farming practices, allowing 

farmers to optimize productivity while minimizing 

uncertainties in yield outcomes [7]. Ultimately, such 

predictive systems contribute to food security by 

providing actionable insights that improve agricultural 

efficiency, ensuring that farmers can sustainably meet 

growing demands [1].  

 

B. Importance of ensemble algorithms in crop yield 

prediction 

The importance of ensemble algorithms in crop yield 

prediction lies in its ability to enhance prediction 

accuracy and robustness by combining the strengths of 

multiple models. Ensemble methods such as Random 

Forest, XGBoost, and Bagging Regressor are 

particularly useful in agriculture, where the interplay 

of various factors—such as soil properties, rainfall, 

temperature, and crop types—can influence yield 

outcomes [8]. 

 

By integrating multiple algorithms, ensemble methods 

reduce the risk of overfitting, improve generalization, 

and minimize prediction errors. For instance, Random 

Forest captures complex interactions between features 

[5]. XGBoost improves prediction accuracy through 

iterative learning [6], and Bagging Regressor reduces 

variance by aggregating predictions from different 

models [Islam]. These features make ensemble 

algorithms ideal for analyzing large agricultural 

datasets that include diverse and fluctuating variables. 

The application of ensemble algorithms in agriculture 

provides farmers with more reliable and actionable 

insights into yield predictions. This helps in 

optimizing resource allocation, improving crop 

management, and mitigating risks from environmental 

factors such as adverse weather conditions [9]. As 

noted in this research, such predictive systems 

empower farmers to make informed decisions that lead 

to increased productivity and sustainability, 

contributing to food security and better economic 

outcomes for small-scale farmers [3]. 

  

III. METHODOLOGY 

 

A. RANDOM FOREST ALGORITHM 

Random Forest constructs multiple decision trees 

during training and averages the predictions for more 

accurate results. Each tree is built using a random 

subset of the training data, which helps capture the 

intricate interactions between various factors such as 

soil type, rainfall, and temperature [5].  

 

Random Forest excels in managing high-dimensional 

data and can handle missing values, making it 

particularly suitable for agricultural applications 

where data variability is common [10]. By aggregating 

the predictions of multiple trees, Random Forest 

reduces variance and improves model robustness, 

minimizing the risk of overfitting [11].  

 

Farmers can rely on these accurate predictions to make 

informed decisions about crop management and 

resource allocation, leading to enhanced productivity. 

The ability of Random Forest to provide reliable 

insights into expected crop yields helps farmers 

navigate the uncertainties posed by environmental 

factors, ultimately contributing to more sustainable 

farming practices and improved food security [12].  

 

B. BAGGING REGRESSOR ALGORITHM 

Bagging Regressor enhances prediction accuracy 

through the bagging technique, or Bootstrap 

Aggregating. This method creates multiple subsets of 

the training data using random sampling with 

replacement, training separate regression models—

often decision trees—on each subset [Rashid]. By 

averaging the predictions of these models, the Bagging 

Regressor effectively reduces variance and improves 

model stability [2]. 

 

This is particularly advantageous in agriculture, where 

datasets can be noisy and contain outliers due to 
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environmental variability. Bagging mitigates the risk 

of overfitting that can occur when relying on 

individual models, providing a more generalized 

prediction that accounts for fluctuations in factors like 

soil quality and weather conditions [4]. 

 

Farmers benefit from the ability of Bagging Regressor 

to produce accurate insights into expected crop yields, 

allowing for better resource management and planning 

[Raja].This leads to improved productivity and 

sustainability in farming practices, as farmers can 

adapt their strategies based on reliable forecasts, 

ultimately enhancing food security and economic 

stability [7]. 

 

C. XGBOOOST ALGORITHM 

XGBOOST, or Extreme Gradient Boosting, is an 

advanced ensemble technique that builds models 

sequentially, focusing on correcting the errors of 

previous models. This iterative approach captures 

complex relationships between variables such as soil 

characteristics, weather, and crop [6]. 

 

By minimizing a specified loss function using gradient 

descent, XGBoost efficiently optimizes predictions 

while incorporating regularization techniques to 

prevent overfitting [2]. This is particularly beneficial 

in agriculture, where data variability and noise can 

affect the reliability of yield predictions. 

 

XGBoost’s ability to handle missing values and its 

robustness against overfitting make it suitable for 

diverse agricultural datasets [8]. The model provides 

farmers with reliable insights, empowering them to 

make data-driven decisions regarding crop 

management and resource allocation [9]. 

 

Ultimately, the integration of XGBoost into crop yield 

prediction systems enhances the accuracy of forecasts, 

allowing farmers to adapt their practices to maximize 

productivity and sustainability, thereby contributing to 

food security and economic viability in agriculture [4]. 

 

D. PROPOSED WORKFLOW OF THE MODEL 

 
Fig. 1. Working flow of the module 

 

From the Fig.1 flowchart, it can be seen that the data 

gotten from Kaggle (crop yield dataset) is 

preprocessed at the next level. This implies that 

missing values has be filled, datatypes has to be 

changed to the original datatype for each column and 

these ensure data integrity and cleanliness. 

 

After preprocessing, features has to be selected to 

ensure that appropriate inputs are given to the 

respective modules. 

 

Furthermore, data is split into training and testing 

datasets. In the next step, machines are to be trained 

through models. The performance of each model is 

evaluated by R-squared and Mean Square Error 

metrics. In the next step, I ensemble the models, 

(Random forest, Bagging Regressor, XGBoost) 

because of their high accuracy and performance to 

estimate the crop yield. 
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In the next step, the ensemble algorithm is deployed 

into an app and finally, a crop yield prediction is done 

in real life. 

 

E. SYSTEM ARCHITECTURE 

 
Fig.2. System architecture of the crop yield predictive 

system 

 

From Figure 2, it is clear that the farmer has a user 

interface where he or she type into the inputs given by 

the system. Then after the input collection, the 

machine learning model is loaded by the app from its 

database to make the prediction. Then the output is 

displayed to the farmer (the end user). 

 

IV. RESULTS AND VISUALIZATION 

 

R² measures how well the independent variables 

explain the variance in the dependent variable, which, 

in this case, would be crop yield. It ranges from 0 to 1, 

where values closer to 1 indicate a strong explanatory 

power of the model, meaning the model captures more 

variance in the data. Models with a high R² are more 

reliable for making crop yield predictions, helping 

farmers optimize decision-making [8], [5]. 

 

On the other hand, MSE quantifies the average 

squared difference between the actual and predicted 

values, offering a measure of the model’s prediction 

accuracy. Lower MSE values signify a better fit 

between the model’s predictions and real-world crop 

outcomes, indicating higher precision. MSE is 

particularly important when working with noisy or 

variable agricultural data, where even small 

inaccuracies can lead to significant deviations in crop 

yield estimates [9], [2]. 

 

These metrics are critical for assessing the 

performance of various machine learning models such 

as Random Forest, XGBoost, and Bagging Regressor, 

which are frequently used in agriculture to handle 

complex and large datasets [4], [1]. Both metrics 

provide insight into the model’s strengths and 

limitations, allowing for improvements and 

refinements in future crop yield prediction systems. 

 

 
Fig.3. The evaluation metrics (R2 and MSE) result of 

the trained models and their ensemble model 

 

Figure 3 compares the performance of four machine 

learning models (Random Forest, XGBoost, Bagging 

Regressor, and Ensemble) using two metrics: R-

squared and Mean Squared Error (MSE). While all 

models show high R-squared values between 0.96 and 

0.97, XGBoost has a slightly lower R-squared and a 

notably higher MSE compared to the other models, 

which perform similarly across both metrics. 

 

 
Fig.4 Crop Prediction interface with different 

parameters 

 

Figure 4 shows the App interface of the crop based 

predictive system where different parameter of bio 
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system are collected as inputs. The inputs contain 

Average Rainfall (in mm/year), Average Temperature 

(in Celsius), Pesticides (in Tonnes), Crop Type, Soil 

Type. 

 

 
Fig.5 Crop Prediction interface with the predicted 

yield 

 

Figure 5 shows a pop up interface displaying that 

32428.97 hg/ha amount of maize will be produced if 

harvesting is done under the provided circumstances 

of bio system. 

 

CONCLUSION 

 

Through the use of ensemble approaches, this study 

successfully built a crop production prediction system 

that farmers in various nations may use to maximize 

agricultural productivity. Improving lives and food 

security worldwide need. Farmers no longer have to 

rely only on their own experience to anticipate crop 

production because the study fills in the technical 

knowledge gap about crop selection and farm 

productivity.  

 

Furthermore, by taking into consideration the different 

biosystem factors at different sites, the machine 

learning ensemble method addresses a number of 

issues with crop production prediction. The system 

addresses the drawbacks of using a single algorithm 

method by integrating numerous algorithms, which 

increases its adaptability to various environmental 

situations. 
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