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Abstract- Data mining is the process of analyzing 
hidden patterns of data according to different 
perspectives for categorization into useful 
information, which is collected and assembled in 
common areas, such as data warehouses, for 
efficient analysis, data mining algorithms, 
facilitating business decision making and other 
information requirements to ultimately cut costs 
and increase revenue. I consider classification 
techniques that are based on statistical and AI 
techniques to perform controlled experiment data 
characteristics are systematically altered to 
introduce imperfections such as nonlinearity, 
unequal covariance. Two machine learning 
algorithms Naive Bayes and Support Vector 
Machine (SVM) is used to build models for the 
automatic classification of the tweets, and these 
models were evaluated across the metrics of 
accuracy, precision, recall, area under curve and 
measure. The results reveal that the proposed 
sampling strategy makes more judicious use of data 
points by selecting locations that clarify high level 
structures in data, rather than choosing points that 
merely improve quality of function approximation. 
 
Indexed Terms- Data Mining, Knowledge discovery 
data base, Decision tree, Extreme learning machine, 
Support Vector Machine. 
 

I. INTRODUCTION 
 

Using disasters and emergencies, micro blogs, have 
been used by people whether from the private or 
public sector, local or international community, as a 
medium to broadcast their messages [1]. A 
configuration comprises many adjustable parameters, 
and the goal of wireless system characterization is to 
assess the relationship between these parameters and 
performance metrics measure of the number of bits 
transmitted in error using the system [2]. Products of 
sensor data to a website where it can be browsed by 

interested users and perhaps downloaded for later 
analysis [3]. One task is considered that of computing 
the parameter setting which maximizes the likelihood 
of all the observations given the models [4]. The 
spatiotemporal domain, timely identification of such 
patterns can allow for effective interventions to 
detecting anomalous increases in upload deaths can 
enable health care workers to effectively target 
overdose prevention programs [5]. Internet as a 
communication and transaction channel provides a 
means to implement many new enabling technologies 
such as collaborative filtering and recommender 
system [6]. Tweets highly vary in terms of subject 
and content and the influx of tweets particularly in 
the event of a disaster may be overwhelming. It 
consists of socio-behaviors that include intensified 
information search and information contagion [7]. 
The improved rotation forest based on heterogeneous 
classifiers to classify gene expression profile to 
decrease the genes are ranked by using relieff 
algorithm and the top-ranked genes are selected to 
build new training subset [8]. 
 

II. LITERATURE REVIEW 
 

There are several researches on text mining for 
classification and prediction on various domains such 
as in the medical, business, crime investigation, e-
mail detection. The following works are focused on 
the classification of tweets and the comparison of 
classifying algorithms [9]. The compared Naive 
Bayes, SVM and K-nearest Neighbor as implemented 
in Rapid miner to classify sentiments of tweets as 
positive negative or neutral using a dataset on general 
topics such as education, sports and political news 
[10]. Navigating the mapping from field to abstract 
description through multiple layers rather than in one 
giant step allows the construction of modular data 
mining programs with manageable pieces that can 
use similar processing techniques at different levels 
of abstraction [11]. Knowledge discovery and data 
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mining (KDD) is a thriving sub
computer science that aims to extract interesting and 
actionable patterns from multi-dimensional datasets. 
KDD techniques are typically aimed unstructured 
discovery tasks, such as finding all patterns of a 
certain class of phenomenon from a given dataset 
rather than an easily recognizable one [12]. I am 
interested in active learning algorithms which use 
information about each observable function to learn 
some composite target function is propose a heuristic 
for actively learning level sets of composite functions 
of sums for continuous valued input spaces [13]. This 
heuristic performs the level set find task more 
efficiently than both random and sequential sampling 
of the constituent functions using state of the art 
heuristics [14]. 
 

III. SYSTEM MODEL
 

It is imperative interleave data collection and data 
mining and focus sampling at only those locations 
that maximize well defined notions of relevance and 
utility. Importantly, we will not need to sample the 
entire configuration space, only enough so as to 
identify a region with acceptable confidence. Active 
data selection has been investigated in a variety of 
contexts [15]. A sampling strategy typically 
embodies a human assessment of where might be a 
good location to collect data. The goal will be to 
extract the underlying spatiotemporal coherences 
which are embedded both within a single Earth Cube 
dataset and across multiple datasets [16]. 
Additionally, an unconstrained search may return an 
unrelated set of points, reducing interpretability and 
increasing the potential for over fitting. The 
procedure constructs a discriminate function
maximizing the ratio of between groups and within 
group’s variances [17].  The performance results data 
were tested for normality prior to the computation of 
the significant differences between the Naive Bayes 
and SVM [18]. 
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Figure 1: Multi-layer Spatial Aggregates 
Computations.

 
IV. PROPOSED ALGORITHMS

 
Naive Bayes and Support Vector Machine is most 
commonly used machine learning algorithms for 
classification. Naive Bayes classifier is robust and 
has a good performance in several real
classification tasks [19]. A Naive Bayes classifier is 
new probabilistic classifier based on Bayes' theorem 
with strong independence method [20]. In simple 
terms Naive Bayes classifier is presence of a 
particular feature of a class is unrelated to the 
presence of any other feature. Normality testing is 
used to determine if the data is normally distributed 
and consequently whether to use parametric and 
nonparametric testing of significant difference data is 
normally distributed, parametric tests are utilized else 
otherwise [21]. 
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Fig. 2 Methodology Structure
 

V. CLASSIFICATION ALGORITHMS
 

A. Decision tree (DT) 
Decision tree is an effective graphical method to 
process of classifying or finding new object. It is 
clear how decisions can be made and models are 
automatically built from tag samples. Decision trees 
is constructed using a bottom-up recursive approach 
which the internal nodes in the tree graph of the 
decision tree represent the tests on the attributes and 
the branches represent the outputs of the tests and 
each leaf node represents a different class [22].
 
B. Support Vector Machine (SVM) 
Support Vector Machine (SVM) use speed machine 
learning algorithm is structural problems to 
minimization for resolving high dimensions, small 
samples and nonlinear problems. The main idea 
SVM is original feature space is mapped onto a high
dimension space by using an appropriate nonlinear 
function based on Mercer kernel theorem  and the 
original nonlinear classification is converted to a 
linear classification problem in this high
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space and then the optimal hyper plane is found to 
separate the samples in new feature space [23].
 
C. Extreme Learning Machine (ELM)
Extreme learning machine (ELM), proposed is new 
neural network learning algorithm. ELM has faster 
learning speed and higher generalization performance 
because it uses single hidden layer feed forward 
neural network to reduce the learning time of the 
algorithm and is widely used in regression and 
classification problems [24]. 
 

 Extreme Learning Machine Algorithm
Input: Training set T = n m n m Q n Q m, activation 
function (,) t ti g w b x, the number of hidden nodes L 
Output: The weight vector connecting hidden nodes 

and output node  . i.e Y=α+βX 
Step 1: Determine the structure of ELM network is 
practical problem that is the n
every layers;  
Step 2: Randomly generate the weight vector 
connecting hidden nodes and input nodes wt and the 
thresholds of hidden nodes t b; 
Step 3: Find hidden layer output matrix H according 
to formula (3);  
Step 4: Find weight vector connecting hidden nodes 

and output nodes  according to formula (4);
 

VI. SUPERVISED LEARNING

 
Supervised learning is a training in which the class 
attribute values for the dataset are known (labeled 
data) before running the algorithm [25].
 
Supervised learning builds a model that maps x to y 
where x is a vector and y is the class attribute. A 
model is supervised learning algorithm is run on a 
training set which maps the feature values (x) to the 
class attribute values (y). In the context of t

x = vector of features and y 
uninformative}. The dataset is randomly split into 10 
mutually exclusive subsets (DS1, DS2...DS10) of 
approximately equal sizes and with proportional 
representation of the tweet classes.
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Fig. 2 Supervised Learning
 

VII. EXPERIMENT RESULTS

 
I now present empirical results demonstrating the 
effectiveness of our active mining strategy on both 
synthetic and real datasets. The algorithm 
systematically distorts a convex quadratic function 
with cubic polynomials to yield continuously 
differentiable and twice continuously differentiable 
(D2-type) functions over the closed interval. The first 
three target functions considered were sums of two 
observable functions.  Mustafa and Elberrichi 
compared SVM and Naive Bayes in sentiment 
analysis on Twitter by applying semantics and 
WorldNet. SVM ranked first with a Measure of 
90.75%. New study used SVM, Naive Bayes and 
MaxEnt for sentiment analysis taking into 
consideration unigrams, bigrams and emoticons. 
Experimental results to demonstrate SVM has 
outperformed the other classifiers. The
represented in the graph by means of directions as 
East, West, and North. 

 

Figure 3: Performance of active mining strategies
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VIII. CONCLUSION AND FUTURE WORK

 
Data mining offers promising ways to uncover 
hidden patterns within large amounts of data. These 
hidden patterns can potentially be used to predict 
future behavior. The availability of new data mining 
algorithms, however, should be met with caution. 
First of all, these techniques are only as good as the 
data that has been collected. Good data is the first 
requirement for good data exploration. Assuming 
good data is available, the next step is to choose the 
most appropriate technique to mine the data. In thi
paper, I present the basic classification techniques. 
Several major kinds of classification method 
including decision tree, Support Vector Machine, 
Extreme learning machine. The classification rates 
due to biases substantially high in the presence of 
even a single bias. In general more than one method 
seems to be appropriate candidates based on the type 
of bias in the data. This evidently implies the 
informative tweets contain vital and urgent 
information is provided significantly needed 
information for situational awareness of the public 
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and disaster response units. I described and showed 
how several different heuristics for choosing 
experiments from a set of candidates perform on 
synthetic target functions.   In this algorithm extreme 
learning machine, support vector machine and 
decision tree is used to train multiple heterogeneous 
base classifiers in ensemble and it can increase 
diversity among base classifiers to improve ensemble 
results. Further this algorithm has higher 
classification and better stability than rotation forest 
algorithm and it is effective for classifying gene 
expression profile. 
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